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ABSTRACT
The recent introduction of SDN allows deploying new centralized network algorithms that dramatically improve the network operation. Many of these solutions rely on the assumption that the centralized controller merges data from different Network Monitoring Points (NMP) to obtain a network-wide view. This is far from trivial when the same packet may traverse through several NMPs. Therefore, existing solutions either assume that each packet is measured at exactly one NMP or that the routing of each packet is known. Another approach is to mark the sampled packets so that other NMPs are aware that the packet was already considered.

We suggest the first network-wide and routing oblivious algorithms for three fundamental network monitoring problems. The suggested algorithms allow flexible NMP placement, require no control over edge routers, and are indifferent to network topology and routing. Moreover, they are based on passive measurements without modifying the traffic in any way. Formally, we provide a general, constant time framework that solves the distributed versions of the volume estimation, frequency estimation and heavy-hitters problems with provable guarantees. The evaluation of our scheme on real packet traces shows that we can achieve very accurate results using a very reasonable amount of memory. For example, using less than 60KB memory in each monitoring point we get a root square error of less than 0.01% of the packets for frequency estimation.
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1 INTRODUCTION
Many basic network functionalities such as routing, load balancing, QoS enforcement, anomaly detection and intrusion detection require accurate measurements of the network load and identification of the heavy flows [10, 14, 20, 26, 30, 37]. Network measurement is challenging due to the rapid line transmission rates, the massive traffic volume and the scarcity of SRAM memory in routers. Existing works are thus optimized for space and update complexity.

Gathering load and flow statistics at a single (virtual or physical) network device was extensively studied [8, 9, 11, 12, 15, 18, 22, 23, 34, 38]. The data collected at the device is used for local decisions that are made within the switch. However, several network applications such as traffic engineering [14], finding lossy links [33, 42] and identifying super-spreaders and port scans require a network-wide perspective [40].
Indeed, network-wide measurement is extensively studied [4, 6, 7, 17, 19, 27, 29, 32, 41]. In this field, the existence of a centralized controller is assumed and the measurement data is collected in some of the network devices. The centralized controller merges the collected data from the Network Measurement Points (NMPs) and creates a network-wide view of the entire traffic as illustrated in Figure 1. This view is based on aggregate and should count each packet exactly once. This is a challenging task as packets may traverse multiple NMPs which may cause double counting.

Avoiding double counting is a fundamental challenge for network-wide measurements; yet, to date, a practical solution has not been proposed. Specifically, the majority of existing solutions avoid the problem by assuming that no packet traverses more than a single NMP. Clearly, this assumption requires an understanding of the routing and topology of the network. In the SDN era, routing is very flexible and even a single flow may be routed over multiple paths. Thus, this assumption complicates the measurement mechanism and limits the ability to enjoy the benefits of SDN technologies.

A possible solution to the double counting problem was recently proposed in [4], where the authors suggest to mark packets when they are first measured. Therefore, NMPs need to only count unmarked packets and avoid double counting. The method utilizes unused bits in the packet headers, which means that for correctness (and network friendliness), packets also need to be unmarked as they leave the network. While this solution tackles the fundamental problem it suffers from three major problems: (1) While marking packets is easy, unmarking is much more complex. It requires identifying for each packet the last NMP before it leaves the network (and unmark the packet there). (2) An attacker can easily exploit the mechanism to avoid detection by marking the attack packets. The NMPs would ignore these packets and the attack may go unmonitored. (3) Since the solution uses unused bits, it has a hidden assumption that these bits arrive cleared to the network. This assumption may not hold true for various reasons. Specifically, other entities may use the same bits for their own applications. Hence, marked packets may enter the network and interfere with the measurement. Thus, a solution that does not modify the traffic is preferable.

### 1.1 Our Contribution

In this work, we suggest routing oblivious algorithms for fundamental network-wide monitoring problems such as estimating the total number of packets or total payload size in the network, estimating per-flow size (packet or byte) and reporting the heavy hitter flows. For each of these problems, we suggest an algorithm that does not modify the packet content in any way and does not assume that packets only traverse a single NMP. Specifically, our algorithms only assume that each packet passes through one or more NMPs.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Space in each NMP (Bits)</th>
<th>Update Time</th>
<th>Query Time</th>
<th>Theorem #</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distributed Volume Estimation</td>
<td>( O\left(\epsilon^{-2} + \log n\right)\log \delta^{-1})</td>
<td>(O(1)) worst case</td>
<td>(O(1))</td>
<td>3.1</td>
</tr>
<tr>
<td>Distributed Frequency Estimation</td>
<td>( O\left(\epsilon^{-2}\log</td>
<td>U</td>
<td>+ \log n\right)\log \delta^{-1})</td>
<td>(O(1)) amortized</td>
</tr>
<tr>
<td>Distributed Heavy Hitters</td>
<td>( O\left(\epsilon^{-2}\log</td>
<td>U</td>
<td>\log (\epsilon^{-3}\delta^{-1})\right))</td>
<td>(O(1)) amortized</td>
</tr>
</tbody>
</table>

Table 1: Summary of our results. \(n\) is an upper bound on the number of packets (\(n \geq |S|\)).

2 PRELIMINARIES

Our data consists of a stream of packets \(S \in (U \times \mathbb{N})^*\), where each packet \((x, i)\) is associated with a flow identifier \(x \in U\) and a unique identifier \(i \in \mathbb{N}\). Here, \(U\) is the universe from which the identifiers are taken. For example, \(U\) may be all 32-bits source IPs, 64-bit source and destination IP pairs, 5-tuples, etc. Different packets may have the same unique identifiers, but each packet is associated with a distinct (flow identifier, unique identifier) pair. For the TCP protocol, we can use the sequence number as a unique identifier. For other protocols, the works of [21, 42] suggest various methods to distinctly identify packets according to their header fields. This paper assumes that such a unique identifier exists for each packet.

The network consists of \(k\) measurement points \(R_1, \ldots, R_k\). Each such network measurement point (or NMP) \(R_r\) observes a subsequence of the stream \(S_r \subseteq S\) such that \(\bigcup_{r=1}^{k} S_r = S\). That is, we assume that each packet traverses at least one NMP but may also traverse multiple NMPs. This model is considerably more general than the one studied in previous works [27, 29, 39]. The fundamental difference is that these works assumed that each packet traverses a single NMP and therefore no packet is counted twice.

The frequency of a flow \(x \in U\) is defined as the number of packets that belong to the flow: \(f_x \triangleq |\{(x, i) \in S\}|\). We summarize the notations used in this paper in Table 2.

2.1 Count Distinct Algorithms

Our work utilizes a count distinct algorithm \(A\) as a black box. We assume that \(A\) allows processing of a stream and upon query provides a \((1 + \epsilon_A)\)-approximation of the number of distinct items in the stream with probability \(\geq 1 - \delta_A\). \(A\) supports three functions; \(A.PQ\) processes elements, \(A.QUERY\) returns an estimate to the number of distinct elements, and \(A.MERGE(A_1, A_2)\) returns a merge of the instances \(A_1\) and \(A_2\). That is, assume that the sets of distinct elements observed by \(A_1\) and \(A_2\) are \(S_1\) and \(S_2\), then \(A.MERGE(A_1, A_2)\)
We consider the following network-wide problems:

- **($\epsilon, \delta$)-Distributed Volume Estimation**: Return an estimator $\hat{V}$ for the overall number of packets in the network. With probability $1 - \delta$, $\hat{V}$ is a $(1 + \epsilon)$ multiplicative approximation for $|S|$.
- **($\epsilon, \delta$)-Distributed Frequency Estimation**: Given a query for flow $x \in \mathcal{U}$, return an estimator $\hat{f}_x$ that satisfies: $\Pr[|\hat{f}_x - f_x| > |S|\epsilon] \leq \delta$.
- **($\epsilon, \delta$)-Distributed Heavy Hitters**: Upon a query with parameter $\theta$, return a set $S \subseteq \mathcal{U}$ such that:
  1. $\Pr[\exists y \in S | f_y \geq |S|\theta \land x \notin S] \leq \delta$, and
  2. for all $y \in \mathcal{U}$ such that $f_y < |S|(\theta - \epsilon)$ we have that $\Pr[y \in S] \leq \delta \epsilon$.

## 3 ALGORITHMS

We now provide algorithms for the problems presented in Section 2.2. Table 1 provides a summary of our algorithms.

### 3.1 Distributed Volume Estimation

In distributed settings, it is not trivial to measure the total traffic volume as packets may be counted multiple times along their route. In principle, existing approaches avoid this problem by assuming that each packet is only monitored at a single place. In this work, we provide a solution that tracks the overall number of packets without assumptions on the network topology, routing, or the order of packets. Thus, we explicitly allow packets to be routed through multiple NMPs.

We avoid double counting using a count distinct algorithm ($\mathcal{A}$) to measure the number of distinct packets. Attaining distinct ids for packet is addressed in [33, 42]. That is, each NMP maintains such an algorithm. To record a packet $(x, i)$, we simply add $x$ to the distinct count of $\mathcal{A}$. ($\mathcal{A}$.Add ($(x, i)$)). The NMPs synchronize with the controller at the end of the measurement and each NMP transmits its state to the controller. Count distinct algorithms can be merged and the result is exactly the same as if the measurement was performed on a single NMP that observed the entire traffic. Therefore, the controller achieves a network-wide and provably accurate estimate of the total number of packets regardless of topology, routing and the order of the packets.

**Theorem 3.1.** Let $\epsilon_\mathcal{A} = \epsilon$, $\delta_\mathcal{A} = \delta$ be the parameters for the algorithm $\mathcal{A}$ that runs on each NMP. Then the controller solves $(\epsilon, \delta)$-Distributed Volume Estimation.

### 3.2 Distributed Sampling

Intuitively, we use samples to find the heavy hitters and estimate per-flow frequency. The following lemma explains how to estimate frequencies from a uniform sample.

**Lemma 3.2.** Denote $\chi \hat{=} 3e^{-2} \log 2^{-\delta}$. Let $S' \in \binom{S}{\chi}$ be a random subset of size $\chi$ of $S$ and let $p \hat{=} \frac{|S'|}{|S|}$ be the probability in which each packet is sampled. If we denote by $f'_x$ the frequency of a flow $x \in \mathcal{U}$ in $S'$, then $\Pr[|p^{-1}f'_x - f_x| > |S|\epsilon] \leq \delta$.

**Proof.** We use the Chernoff Bound [35] that states that for all $0 < t, p' \leq 1 \in \mathbb{N}$ a binomial random variable $X \sim \text{Bin}(n, p')$ satisfies $\Pr[|X - np'| \geq t \cdot np'] \leq 2e^{-np' t^2/3}$. Let $X$ denote the number of appearances of $x$ in $S'$. Then $X \sim \text{Bin}(f_x, p)$ and according to the inequality

$$\Pr[|p^{-1}f'_x - f_x| > |S|\epsilon] \leq \Pr[|f'_x - p f_x| > p f_x \epsilon] \leq 2e^{-f_x \epsilon^2/3} = 2e^{-f_x \epsilon^2 \frac{x}{|S|}} = 2e^{-f_x \frac{x \log 2^{\delta^{-1}}}{|S|}} \leq 2e^{-2 \log 2^{\delta^{-1}}} = \delta.$$
and the result is not a uniform sample. This means, that the
frequencies of packets cannot be directly extracted from
the sample and limits its usability. Therefore, we briefly describe
how to overcome this problem and provide the controller
with a uniform sample that can be used for heavy hitters and
frequency estimation.

Intuitively, we use a random hash function \( h : \{0,1\}^* \rightarrow [0,1] \) that returns a uniformly distributed random number for each hashed bit-string given as key. The hash function is
known to the controller and all routers. Each router applies
\( h \) on each arriving packet \((x,i)\) and stores the \( \chi \) packets with
the highest \( h \) value. When the measurement ends, each NMP
sends its state to the controller. The controller then merges all
reports to obtain the \( \chi \) packets that have the highest \( h \) values.
As this is equivalent to finding the \( \chi \) packets from \( S \) with
the highest \( h \) value, and since \( h \) is random, we have that the
controller obtains a uniform sample of \( \chi \) packets\(^1\). The analysis in [16] shows that the expected number of updates each
NMP \( R_i \) makes to obtain a \( \chi \)-sized sample is \( O(\chi \log |S|) \). This implies, as each heap updates takes \( O(\log \chi) \) time, that
if the number of packets the NMP observes is \( O(\chi \log \chi) \)
then its amortized update time becomes constant.

### 3.3 Distributed Frequency Estimation

The above sampling technique allows one to estimate the frequency of a flow if the effective sampling probability \( p = \frac{\chi}{|S|} \) is known (see Lemma 3.2). Unfortunately, while
\( \chi = 3e^{-2} \log 2\delta^{-1} \) is known, \(|S|\) is not. We circumvent this problem by running a volume estimation algorithm as in
Section 3.1 in parallel to a distributed sampling instance.
Specifically, we show that by setting the error parameters of the volume estimation to \( \epsilon_V = \epsilon/3 \) and \( \delta_V = \delta/2 \) and
the parameters of the distributed sampling to \( \epsilon_s = \epsilon/2 \) and
\( \delta_s = \delta/2 \) (i.e., each router tracks \( \chi = 12e^{-2}\log 2\delta^{-1} \) packets), we can solve the problem by returning \( f_x = f_s V / \chi \).

Theorem 3.3 is the main theoretical result for this section.

**Theorem 3.3.** There exists an algorithm that requires:
\[
O\left((e^{-2} + \log n + \log |U|) \log \delta^{-1}\right) \text{ bits at each NMP, processes packets and answers queries in } O(1) \text{ amortized time, and solves } (\epsilon, \delta) \text{-Distributed Frequency Estimation.}
\]

### 3.4 Finding the Heavy Hitters

In the non distributed case, heavy hitters are a by-product of
frequency estimation. For example, we can find heavy hitters
by returning all flows whose estimate is above the threshold.
Surprisingly, we can solve the heavy hitter problem directly.

That is, we use our distributed sampling technique to obtain a
uniform sample and check which flows are heavy in the sample. Our algorithm is simpler than that of the previous
section – we run a distributed sampling protocol and let
the controller infer the heavy hitters upon query. The next lemma lays the theoretical foundation of our algorithm.

**Lemma 3.4.** Let \( \epsilon, \delta, \theta > 0 \) and \( \chi' \triangleq \left[ 9e^{-2} \log(2\delta^{-1}\epsilon^{-1}) \right] \). Let \( S' \subseteq \tilde{S} \) be a random subset of size \( \chi' \) of \( S \). If we denote by \( f_x' \) the frequency of a flow \( x \in U \) in \( S' \), then \( S \triangleq \{ x \in S' : f' x \geq (\theta - \epsilon/2) \chi' \} \) solves \((\epsilon, \delta)\)-Distributed Heavy Hitters.

Applying this lemma, we have the following theorem.

**Theorem 3.5.** There exists an algorithm that requires
\( O\left((e^{-2} + \log \delta^{-1})\right) \) bits at each NMP, processes packets in
\( O(1) \) amortized time, answers queries in \( O(\theta^{-1}) \) time, and
solves \((\epsilon, \delta)\)-Distributed Heavy Hitters.

### 4 ANALYSIS

In this section, we provide the needed analysis and the proofs
for the correctness of our algorithms.

#### 4.1 Frequency Estimation Algorithm

We proceed by proving Theorem 3.3.

**Theorem 3.3.** There exists an algorithm that requires:
\[
O\left((e^{-2} + \log n + \log |U|) \log \delta^{-1}\right) \text{ bits at each NMP, processes packets and answers queries in } O(1) \text{ worst case time, and solves } (\epsilon, \delta) \text{-Distributed Frequency Estimation.}
\]

**Proof.** Recall that our algorithm sets the error parameters of the volume estimation to \( \epsilon_V = \epsilon/3 \) and \( \delta_V = \delta/2 \) and
the parameters of the distributed sampling to \( \epsilon_s = \epsilon/2 \) and
\( \delta_s = \delta/2 \). This means that by the correctness of
the Distributed Volume Estimation algorithm, we have that
\( \tilde{V} \) is a \((1 + \epsilon_V)\) multiplicative approximation of \(|S|\), i.e.,
\[
\Pr \left[ \tilde{V} - |S| > |S|\epsilon_V \right] \leq \delta_V. \quad \text{Recall that we observe the sampled frequency of the queried item } f'_x, \text{ and that according to Lemma 3.2:}
\]
\[
\Pr \left[ \frac{|S|}{\chi} f'_x - f_x > |S|\epsilon_s \right] = \Pr \left[ p^{-1} f'_x - f_x > |S|\epsilon_s \right] \leq \delta_s. \quad \text{Since } \delta_V + \delta_s = \delta, \text{ we have that with probability } 1 - \delta
\]
\[
\frac{|S|}{\chi} f'_x - f_x \leq |S|\epsilon_s \text{ and } \tilde{V} - |S| \leq |S|\epsilon_V. \quad \text{Recall that our estimator is } f_x = f'_x \tilde{V} / \chi. \text{ Therefore, since } 0 \leq f_x \leq |S| \text{ and } \epsilon < 1, \text{ we get:}
\]
\[
f_x - f_x = f'_x \tilde{V} / \chi - f_x \leq (1 + \epsilon_V) f'_x |S| / \chi - f_x
\]
\[
\leq (1 + \epsilon_V) f'_x |S| / \chi - f_x + |S|\epsilon_V
\]
\[
\leq (1 + \epsilon_V) |S|\epsilon_s + |S|\epsilon_V = |S|(\epsilon_V + \epsilon_s + \epsilon_V\epsilon_s) = |S|\epsilon.
\]
Similarly:
The proof of Lemma 3.4.

We proceed with the proof of Lemma 3.4. We thus conclude that

\[ \delta_S \equiv \text{ing queries in } \mathcal{N} \text{H} \]

let at least \( \epsilon \) that the probability \( \delta \) is at most \( |S|/\epsilon \).

Finally, since \( \epsilon_V = \epsilon_S = \Theta(\epsilon) \) and \( \delta_V = \delta_S = \Theta(\delta) \), the memory per NMP is \( O\left((\epsilon^{-2} + \log n + \log |\mathcal{U}|) \log \delta^{-1}\right) \). \( \square \)

4.2 Heavy Hitters Algorithm

We proceed with the proof of Lemma 3.4.

**Lemma 3.4.** Let \( \epsilon, \delta, \theta > 0 \) and \( \chi' \equiv \left[9\epsilon^{-2}\log(2\delta^{-1}\epsilon^{-1})\right] \). Let \( S' \in \binom{S}{\chi} \) be a random subset of size \( \chi' \) of \( S \). If we denote by \( f'_x \) the frequency of a flow \( x \in \mathcal{U} \) in \( S' \), then \( S \equiv \left\{ x \in S' \mid f'_x \geq (\theta - \epsilon/2)\chi' \right\} \) solves \((\epsilon, \delta)\)-DISTRIBUTED HEAVY HITTERS.

**Proof.** Denote by \( H \equiv \left\{ x \in \mathcal{U} \mid f_x \geq |S|/\theta \right\} \) be the set of true heavy hitters, and let \( x \in H \). We apply Lemma 3.2 with \( \delta' = \delta \epsilon \) and \( \epsilon' = \epsilon/2 \) to get

\[
\Pr\left[f'_x < (\theta - \epsilon/2)\chi'\right] = \Pr\left[f'_x < (\theta - \epsilon')\epsilon' \right] \\
\leq \Pr\left[|S'/\chi'| f'_x - f_x < |S|/(\theta - \epsilon') - |S|/\theta \right] \\
= \Pr\left[|S'/\chi'| f'_x - f_x < -|S|/\theta \right] \leq \Pr\left[|S'/\chi'| f'_x - f_x > |S|/\epsilon' \right] \leq \delta'.
\]

Thus, the probability of each \( x \in H \) to not be reported is at most \( \delta' \). We then use the Union bound to conclude that the probability all of \( H \) is successfully reported in \( H \) is at least \( 1 - |H|/\theta - \delta' \geq 1 - \epsilon^{-1}\delta' \). Next, let \( NH \equiv \left\{ y \in \mathcal{U} \mid f_y < |S|/(\theta - \epsilon) \right\} \) be the set of non-heavy flows and let \( y \in NH \). Then, we use Lemma 3.2 for \( y \) to obtain

\[
\Pr\left[f'_y > (\theta - \epsilon/2)\chi'\right] = \Pr\left[|S'/\chi'| f'_y > |S|/(\theta - \epsilon') \right] \\
\leq \Pr\left[|S'/\chi'| f'_y - f_y < |S|/(\theta - \epsilon') - f_y \right] \\
= \Pr\left[|S'/\chi'| f'_y - f_y < -f_y \right] \leq \Pr\left[|S'/\chi'| f'_y - f_y > |S|/\epsilon' \right] \leq \delta' = \delta \epsilon.
\]

We thus conclude that our method of examining just the sampled set \( S' \) solves DISTRIBUTED HEAVY HITTERS. \( \square \)

Based on the correctness of Lemma 3.4, the space requirement stated in Theorem 3.5 follows immediately. For answering queries in \( O(\theta^{-1}) \) time, the controller keeps the histogram of \( S' \) in an array sorted by the observed frequencies \( \{f'_x\} \).

5 EVALUATION

In order to study the actual tradeoff between the amount of memory used and the accuracy of the relevant estimations, we evaluate our algorithms on real traffic traces. Our C++ prototypes are online \[36\] and we used an open source implementation HyperLogLog \[2\].

**Datasets:** We used the following datasets:

1. The CAIDA Anonymized Internet Trace 2016 \[3\]. From the "Equinix-Chicago" high-speed monitor.
2. Border router trace from the CS department at the University of California, Los Angeles, denoted by UCLA \[1\].
3. A data center trace \[13\], denoted by UNIV.

**Metrics:** We consider the following performance metrics:

1. Mean Square Relative Error (MSRE): Measures the average of the squares of the relative errors, i.e., given the estimations \( (a_1, a_2, ..., a_n) \) and true values \( t_1, t_2, ..., t_n \), the MSRE is: \( \frac{1}{n} \sum (\frac{a_i - t_i}{t_i})^2 \).
2. Root Mean Square Error (RMSE): Measures the differences between predicted values of an estimator to actual values. Formally, for each flow \( x \) the estimated frequency is \( f'_x \) and real frequency is \( f_x \). RMSE is calculated as: \( \sqrt{\frac{1}{n} \sum (f'_x - f_x)^2} \).
3. Wrong Estimation Percentage (WEP): The percentage of flows in which the absolute difference between their estimation and their real frequency is larger than \( |S|/\epsilon \).
4. False Positive and False Negative Ratio (FPR) and (FNR).

5.1 Evaluation Results

As we proved in the previous sections, the accuracy of our method depends only on the set of packets in the network during the monitoring period and does not depend on the placement of the NMPs, the routing of the flows, or the actual network topology. Thus we evaluated a single instance of our algorithm. The accuracy is identical, to the one achieved when any number of instances are merged together.

5.1.1 Volume Estimation. Figure 2a shows results for estimating the total number of unique packets in the network. As can be observed, the results are accurate with a small number of counters and accuracy improves as the trace prolongs.

5.1.2 Frequency Estimation. Figure 2b shows results for the Frequency Estimation problem. In this experiment, we vary \( \delta \) and measure how many wrong estimations we see. That is estimations that vary by more than \( |S|/\epsilon \). As can be observed, the accuracy is much better in practice than indicated by our analysis. The difference is because our analysis is a worse case analysis whereas the traffic is taken from real packet traces. Note that in this figure, the error is always 0. That is, we did not observe any wrong estimations regardless of the value of \( \delta \). This can be explained by our
We evaluate the required space including all overheads of our approach. First, notice that both configurations are much smaller than the guaranteed δ value. If we know that \( f_x \leq |S| \), we can get a far better bound. Namely, in CAIDA the largest flow accounts for just 0.6% and in UCLA the largest takes about 5% of the stream. This means that the error probability is over 400 million smaller than the guaranteed δ.

Figure 3a quantifies the root mean square error (RMSE) for \( \epsilon = 0.1 \) and Figure 3b for \( \epsilon = 0.01 \) with varying delta values. We evaluate the required space including all overheads of our algorithms and compare the space to accuracy tradeoff of our approach. First, notice that both configurations are very accurate in practice on both the CAIDA and the UCLA trace. Indeed, allocating more memory improves the empirical error. Specifically, notice that increasing the memory from 60KB to 6 MB (x100) reduces the error by a factor of \( \approx 10 \) as is indicated by our squared dependence on \( \epsilon \). We selected these parameters as they are within the operating range of network devices. We note that the RMSE of 300 packets corresponds to less than 0.01% of \( |S| \) which shows that the empirical performance on real traces is even better than guaranteed by the analysis.

5.1.3 **Heavy Hitters.** Figure 4a, shows the false positive ratio of the algorithm as a function of the memory. For the given \( \theta = 0.01 \), there were no heavy hitters in the CAIDA trace and our algorithm indeed did not identify any flow as a heavy hitter. We can see that for UCLA there where seven heavy hitter flows for the given threshold, and the algorithm had identified mistakenly a single flow as a heavy hitter. In the UNIV trace, the mean FPR is in the range 0.4%–0.5%.

Figure 4b, shows the false negative ratio of the algorithm’s a function of the memory. For both traces, the actual FNR is 0. Similarly to Figure 2b, the low error is explained by the fact that our analysis reflects an adversarial setting in which the stream contains just a single flow; as the largest flow is much smaller than the overall traffic volume, the effective error probability is much lower than δ.

6 **DISCUSSION**

Our work shows the feasibility of attaining a network-wide measurement in the most general model, without traffic manipulations or prior knowledge of the routing protocols, the network topology or the order of the packets. We allow the network monitoring points (NMPs) to be placed anywhere in the network, as long as each packet is covered by at least one of them. This is in contrast to the majority of prior works that assume that each packet is counted exactly once, which implies a severe limitation on their deployment.

We studied three fundamental network problems under this model: (i) total volume within a network, (ii) providing per-flow frequency estimations and (iii) finding the heavy hitters. We introduced an efficient algorithm for each problem and formally proved accuracy guarantees as well as analyzed the runtime complexity. Our analysis is accompanied by an evaluation of the schemes on real Internet packet traces. Our evaluation shows that the proposed approach works well in practice and within the performance parameters of network devices. Our code is released as open source [36].
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